A network of networks model to study phase synchronization using structural connection matrix of human brain
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HIGHLIGHTS

• Here, chemical and electrical synapses are considered to describe a neural network.
• The network exhibits phase synchronization depending on the synaptic strength.
• Different functional structures are observed as synaptic strength is varied.
• The observed synchronization can be suppressed by appropriated feedback signals.
• The suppression of synchronization depends on feedback intensity and time delay.
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ABSTRACT

The cerebral cortex plays a key role in complex cortical functions. It can be divided into areas according to their function (motor, sensory and association areas). In this paper, the cerebral cortex is described as a network of networks (cortex network), we consider that each cortical area is composed of a network with small-world property (cortical network). The neurons are assumed to have bursting properties with the dynamics described by the Rulkov model. We study the phase synchronization of the cortex network and the cortical networks. In our simulations, we verify that synchronization in cortex network is not homogeneous. Besides, we focus on the suppression of neural phase synchronization. Synchronization can be related to undesired and pathological abnormal rhythms in the brain. For this reason, we consider the delayed feedback control to suppress the synchronization. We show that delayed feedback control is efficient to suppress synchronous behavior in our network model when an appropriate signal intensity and time delay are defined.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

The cerebral cortex plays a key role in complex cortical functions, such as language, thought, perception, and memory [1]. It can be separated into areas according to their specific functions, known as cortical areas. Every cortical area is associated with one main function, such as process visual, taste, hearing, olfaction, and touch inputs or deliver motor commands [1]. One possibility for the emergence of specialized areas is the economic wiring. This way, it is easier for the brain to process information if the neurons that perform similar roles are closer [2]. The cortical areas are connected among themselves
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through a complex pattern of connectivity [3]. The brain integrates the information from different cortical areas (and other brain areas) to produce a more complete information [4]. The interplay between the cortical areas and the complex structural network of the cerebral cortex produce the typical dynamical properties observed in the brain [5].

Neural synchronization in the cortex area can be observed in many species, for instance in humans, monkeys and cats [6]. Experimental evidences show that neural interactions can be modulated by means of neural synchronization, as discussed by Buehlman and Deco [7], where they proposed that synchronization works to optimize the information transfer. Previous results of simulations in the cat cortex showed that the synchronization process depends on the topological structure [8]. In monkeys, it was observed synchronization at gamma-frequency (35 to 90 Hz) when the cortex received proper stimulus [9]. According to measurements in monkeys motor cortex, during a task, neural ensembles can be synchronized at specific frequency bands [10]. In humans, EEG measures have revealed that synchronization of neural activity can be associated with conscious and perception [11]. Synchronization in human cortex has also been observed at the visual cortex, parietal and motor cortex [12]. Parameter spaces for the synchronization in the human connectome was done in [13]. There are works that simulate neural networks with the connectome topology [14,15].

Synchronization can occur in neural ensembles and, in some cases, has been related to pathological rhythms and illnesses, as Parkinson’s disease [16,17]. Individuals with Parkinson’s disease can exhibit excessive synchronization in the Globus Pallidus, leading to movement impairments [18]. According to Silberstein et al. [19], synchronization between cortical areas can be correlated with parkinsonism. One possibility to treat Parkinson's disease is the suppression of synchronization [20].

In this work, we propose a network of networks model based on a real structural connection matrix of human brain to study the synchronization effects. The network describes structural properties of the human cerebral cortex, and the data was kindly provided by Lo et al. [21]. In this network, the cerebral cortex was separated into 78 cortical areas by means of the Automated Anatomical Labeling (AAL) [22]. Every cortical area is represented by one site, the links between sites are proportional to the number of fibers between cortical areas and they were determined through diffusion MRI tractography methods [23]. In our model, each site consists of a network composed of coupled neurons with small-world properties (cortical network). Small-world networks are characterized by a short path length distance between neurons and high local clustering [24,25]. Many neural ensembles have been demonstrated small-world properties, such as the worm C. Elegans [24], cortical connection matrices of cats and monkeys [25,26]. Evidences suggesting that structural human brain cortex has small-world properties were found through MRI measures [27,28]. In addition, small-world structures has also been found at cortical columns in the human brain [29].

As local dynamics of the neuron we consider the two-dimensional map proposed by Rulkov [30]. This phenomenological model exhibits many neural dynamical features, like regular spike, burst, and chaotic spikes. These features are generated through the interplay between a fast and a slow variable [31,32]. This model has the advantage of being easy to implement numerically and it has good agreement with experimental results about neural synchronization [33,34].

One of our main results is to show that for the same anatomical neural network, the human cortex can present a huge amount of different complex functional structures as synaptic strength is varied. Moreover, we also show that a delayed feedback signal is efficient to suppress synchronous behavior in our network model.

The structure of the paper is the following: In the Section 2, we introduce our model of neural network and the local dynamics. Each cortical area is defined as one network, the networks are coupled to each other creating a network of networks structure (cortex network). The local dynamics is characterized by bursting activity. In Section 3, we present how to define a geometric phase to study phase synchronization, and how the Kuramoto order parameter can be used to quantify synchronization. In Section 4, we show the effects of suppression of synchronization for the proposed network. In Section 5, we present our conclusions and final remarks.

2. Network of networks model

2.1. Cortex network

The human structural connection matrix used in this work was constructed and kindly provided by Lo et al. [21]. A series of procedures must be done to build the structural network. First, Diffusion Weighted Images [35] are generated from MR measures, after several processes like image registration, spatial normalization and customized template creation, then a 78 × 78 weighted adjacency matrix $W_{ij}$ is created. The weight in the matrix is determined according to the number of fibers and the fractional anisotropy. The number of fibers was determined using the Fiber Assignment by Continuous Tracking Algorithm [36]. Further details can be found in [21].

For the cortex network we consider the weight $W_{ij}$ as the number of fibers between the cortical areas $i$ and $j$ (Fig. 1). We redefine the weight values (Fig. 1): 0 (white dots), 1 (red dots), 2 (blue dots), and 3 (black dots), where they are distributed by frequency of the interconnected fibers. This selection is to build a connectivity matrix with a heterogeneity less than the real human structural connection matrix.

The degree strength $s_i$ [37], that provides the links intensity for each cortical area in terms of the weight, is given by

$$
s_i = \sum_{j=1}^{P} W_{ij},
$$

(1)
Fig. 1. Weighted adjacency matrix \( W_{ij} \) based on a real human structural connection matrix. Colors are set according with the weight: red for 1, blue for 2 and black for 3. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

For this case \( P = 78 \). For the matrix of Fig. 1, the maximum degree strength \( s_{\text{max}} = s_{70} \) is equal to 47 and the average degree strength \( \langle s \rangle \) is equal to 18.

We also calculate the Cluster Coefficient \( C \) and the Path Length \( L \) of the network. When two distinct cortical areas \( j \) and \( k \) are connected to the cortical area \( i \), and also connected between themselves they form a triplet with \( i \). The weight of each triplet is given by the sum: \( W_{ij} + W_{ik} + W_{jk} \). The cluster coefficient for each area \( C_i \) is the sum of all the triplets related to \( i \) divided by the value of the maximum triplet of the network [38]. For weighted matrices, the Path Length \( L \) can be evaluated by the average over the sum of the inverse of all minimum paths \( l_{ij} \) of the network [39]. For this network, we obtain \( C = 0.28 \) and \( L = 1.65 \).

2.2. Local dynamics

The individual dynamics of each neuron in the network is described by the Rulkov model [30]. In this phenomenological model, the neural activity is given by a two-dimensional map with a fast \((x)\) and a slow variable \((y)\),

\[
x_{n+1} = \frac{\alpha}{1 + (x_n^2)} + y_n
\]

\[
y_{n+1} = y_n - \sigma(x_n - \rho),
\]

where \( \alpha \) is the bifurcation parameter, \( \sigma = 0.001 \) and \( \rho = -1 \). Fig. 2 shows the time evolution of the variables \( x \) (black) and \( y \) (red).

2.3. Cortical network

We consider that each cortical area is composed of a small world network [24] with 100 neurons. The neurons in the cortical network are connected to their first neighbors (local connections) and have 10% of probability to perform non-local connections inside the network [40]. The cortical networks are coupled to each other and the number of links between each pair of cortical networks is given by the weight in the adjacency matrix: if \( W_{ij} = 1 \) then there are 50 links between the cortical areas \( i \) and \( j \), if \( W_{ij} = 2 \) then there are 100 links and \( W_{ij} = 3 \) indicates 150 links. The network has 25% of inhibitory and 75% of excitatory connections [41]. The dynamics of each neuron in the network is given by

\[
x_{n+1}^{(l,p)} = \frac{\alpha(l, p)}{1 + (x_n^{(l,p)})^2} + y_n^{(l,p)} + \frac{\varepsilon_e}{2}(x_n^{(l-1,p)} + x_n^{(l+1,p)} - 2x_n^{(l,p)})
\]

\[
- \varepsilon_c \sum_{d=1}^{Q} \sum_{f=1}^{P} [t_{(d,f),(l,p)}H(x_n^{(d,f)} - \theta)(x_n^{(l,p)} - V_e)],
\]

\[
y_{n+1}^{(l,p)} = y_n^{(l,p)} - \sigma(x_n^{(l,p)} - \rho),
\]

\[
V_e = \begin{cases} 
1 & \text{for excitatory connections} \\
-2 & \text{for inhibitory connections},
\end{cases}
\]
where the index \( l \) labels the neuron inside the cortical network and the index \( p \) labels the cortex area, \( T_{(d,f),(l,s)} \) is the weighted adjacency matrix relating two arbitrary neurons in the network, namely a particular tensor that provides the connectivity between the neurons inside each area and between different areas. \( H(x) \) is the Heaviside function, where \( \theta = -1 \) is the presynaptic threshold for the chemical synapse. The third term in Eq. (4) refers to the local connections, that corresponds to the electrical coupling. This coupling is between the first-neighbors \( x_{(l-1,p)} \) and \( x_{(l+1,p)} \) inside each cortex area, where the neurons are on a ring. The fourth term refers to the non-local connections, that can be associated with chemical coupling. The chemical couplings occur between neurons inside each cortex area and between neurons in different areas. This way, the topology of the neurons inside each area has small-world property. We define \( \epsilon_e \) as the electrical coupling strength and \( \epsilon_c \) as the chemical coupling strength [40]. The parameter \( \alpha(l, p) \) is uniformly sorted from the interval \([4.1:4.3]\) (generating square burstings) [30], \( P = 78 \) and \( Q = 100 \).

3. Phase synchronization

The time series of a Rulkov neuron (Eqs. (2) and (3)) is shown in Fig. 2. Each time that a burst ignites the \( y \) variable reaches a maximum value (red line in Fig. 2). Based on this fact, we define a phase \( \varphi \) considering the maximum values of \( y \) such that

\[
\varphi_n = 2\pi k + 2\pi \frac{n - n_k}{n_{k+1} - n_k},
\]

where \( n_k \) is the ignition time of the \( k \)th burst [42].

When the electrical \( (\epsilon_e) \) and chemical \( (\epsilon_c) \) coupling strength are changed properly, the neurons can exhibit phase synchronization. The phase synchronization can be identified through the Kuramoto order parameter [43] and its time evolution is given by

\[
r_n = \frac{1}{K} \left| \sum_{k=1}^{K} e^{i\varphi_n^{(k)}} \right|,
\]

where \( K \) is the number of neurons. We calculate the time average order parameter \( \bar{R} \), that is given by

\[
\bar{R} = \frac{1}{n'} \sum_{n=1}^{n'} r_n,
\]

where \( n' \) is a large number of iterations. When the order parameter is 1 the set of neurons is fully synchronized, when the order parameter is 0 then the set of neurons is fully asynchronous. If we intend to measure the time average order parameter for the whole cortex network \( \bar{R} \), then the sum is over all the neurons in the network, i.e., \( K = QP \), and the \( k \) index is replaced to \( k = (l, p) \). The synchronization in the cortical networks \( \bar{R}_p \) can be analyzed when \( p \) index is fixed and the sum is over all neurons of the cortical network, in this case, \( K = Q \) and \( k = (l, p) \). The synchronization between pairs of cortical networks \( \bar{R}_{pp'} \) is calculated if two \( p \) values are selected and the sum is over all neurons of the two networks, such that \( K = 2Q \).

When the electrical coupling strength is held constant \( (\epsilon_e = 0.005) \) the cortex network starts to exhibit partial phase synchronization \( (\bar{R} > 0.5) \) after the chemical coupling strength is increased above \( \epsilon_c = 0.001 \), as shown in Fig. 3. Some cortical networks can be internally more synchronized than others, for example the cortical network 16 (blue line) is more
synchronized than the cortical network 9 (cyan line). For \( \varepsilon_c = 0.0099 \), the cortical areas with smaller degree strength \( s_i \) are the areas with less synchronization. Surprisingly, the areas with highest synchronization are not those with largest degree strength \( s_p \).

After the onset of phase synchronization (\( \varepsilon_c > 0.001 \)) some areas may synchronize to each other. The time average order parameter between all the cortical networks for different values of chemical coupling strength \( \varepsilon_c \) is shown in Fig. 4. Blue and Purple lines indicate the pairs of cortical networks that are not synchronized to each other, yellow and green lines indicate those synchronized. As the chemical coupling strength \( \varepsilon_c \) is increased we observe that more areas synchronize to each other. We consider that two areas are mutually synchronized above a certain threshold value of \( \bar{R} \). Here we consider as threshold a value greater than 0.6. When \( \varepsilon_c = 0.0015 \) the areas with more mutual synchronization in number of areas are those with largest degree strength \( s_p \). However, for \( \varepsilon_c = 0.005 \) the same fact is not observed. As the chemical coupling strength \( \varepsilon_c \) varies the number of cortical areas synchronized can change.

4. Suppression

People suffering of parkinsonism can exhibit excessive synchronization in the brain, synchronization in this cases are related to movement impairments [18]. One strategy to avoid or relieve these symptoms is to apply a delayed feedback signal in the cortical areas to suppress the synchronization [44]. As each cortical area is described by a different network, the delayed feedback control \( M(\tau, p) \) associated with a specific cortical network \( p \) is defined as

\[
M_n(\tau, p) = \frac{1}{Q} \sum_{l=1}^{Q} x_n^{(l,p)} \tau,
\]

where \( \tau \) is the time delay. In this case, to suppress the synchronization a delayed signal is introduced in the fast variable \( x \) of all neurons in the cortical network \( p \). The fast variable is then modify to

\[
x_{n+1}^{(l,p)} = \frac{\alpha(l, p)}{1 + (x_n^{(l,p)})^2} + y_n^{(l,p)} + \varepsilon_c (x_{n-1}^{(l,p)} + x_{n+1}^{(l,p)} - 2x_n^{(l,p)}) + \varepsilon_F M_n(\tau, p),
\]

where \( \varepsilon_F \) is the intensity of the delayed signal. The success of such strategy can be verify by means of the suppression factor \( S \) [45], that is given by

\[
S = \sqrt{\frac{\text{Var}(M)}{\text{Var}(M(\tau, p))}},
\]

where \( M \) is the mean field in the absence of feedback inputs and \( \text{Var}(\cdot) \) is the variance. The synchronization suppression is achieved when \( S \gg 1 \).
Fig. 4. Time average order parameter (color bar) between all the cortical networks for $\varepsilon_c = 0.005$, (a) $\varepsilon_c = 0.0015$, (b) $\varepsilon_c = 0.0025$, (c) $\varepsilon_c = 0.005$, and (d) $\varepsilon_c = 0.01$. The average is calculated over 10000 iterations after 80000 transient iterations. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

There is no certainty that applying a feedback signal into a synchronized network will enhance or weaken the synchronization. Usually, the parameter space $\varepsilon_F \times \tau$ exhibits some regions, called “tongues”, where the suppression factor $S$ is greater than one. These tongues represent the region of the parameter space where the delayed feedback control is effective in the suppression of synchronization [45].

In our case, when the feedback signal is applied in one cortical network, no tongues are observed. For this reason, we analyze the situation where 25%, 50%, 75% and 100% of the cortical networks are perturbed with delayed signals in order to verify if the suppression strategy is efficient, as shown in Fig. 5. Each cortical network is perturbed with a different signal produced by its own delayed mean field. In Fig. 5, the suppression factor $S$ of all cortical networks are showed for each $(\varepsilon_F, \tau)$ in color scale. When more cortical networks are perturbed, higher is the suppression factor $S$, besides, smaller is the size of the tongue. Moreover, when 25% of the cortical networks are perturbed the tongue is large, it spreads through the parameter space and its limits are difficult to define. When all the cortical networks are perturbed it is easy to define the tongue. Depending on the number of suppressed cortical networks the center of the tongue is displaced.

We calculate the average order parameter between all the cortical networks with a delayed feedback signal, in order to get a better understanding about the effectiveness of the feedback signal strategy. We apply a feedback signal in 25% of the cortical networks considering the same parameters used in Fig. 4(c). Fig. 6(a) exhibits a case in that the feedback signal, for $\tau = 145$ and $\varepsilon_F = 0.01$, is not able to suppress synchronous behavior. The success of the feedback signal to suppress the synchronization occurs when we consider $\tau = 145$ and $\varepsilon_F = 0.035$, as shown in Fig. 6(b).

5. Conclusions

We present a model of network of networks, where cortical areas are represented by networks composed of coupled Rulkov neurons. In our simulations, we observe that when the chemical coupling strength $\varepsilon_c$ increases the system evolves to a stable partial synchronized state. Despite of this fact, the intensity of phase synchronization between the cortical areas varies depending on $\varepsilon_c$. This result indicates that for the same structural connection matrix a huge amount of dynamical patterns can emerge in the network.

Neural synchronous behavior can be associated with brain disorders. Due to this fact, we use the delay feedback control as a method of suppression of phase synchronization. As a result, we verify that it is necessary to perturb more than one cortical network to suppress the synchronization. Our simulations show that increasing the number of perturbed cortical networks the tongue size decreases and the suppression factor $S$ increases.
Fig. 5. Suppression factor $S$ (color bar) as a function of the delayed signal intensity $\varepsilon_F$ and time delay $\tau$. Percentage of the perturbed cortical networks: (a) 25%, (b) 50%, (c) 75%, and (d) 100%. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. Time average order parameter (color bar) between all the cortical networks for $\varepsilon_c = 0.005, \varepsilon_F = 0.005, \tau = 145$, (a) $\varepsilon_F = 0.01$, and (b) $\varepsilon_F = 0.035$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Our results suggest that for external perturbation in real brains, people should find a balance between the number of perturbed areas and signal properties (intensity and time delay) in order to find the settings where suppression is successful.

We observed finite values for the time average order parameter. These values suggest that the network for weak coupling values could present the phenomenon “Collective Almost Synchronization” [46]. We observed that the value of the synchronization suppression is larger on some areas than others. Even though, we did not find a relation between the variance of the mean field and the degree neither at cortex network nor cortical network level. More analysis are necessary to confirm or deny the existence of Collective Almost Synchronization in our network, we plan to investigate the reason for this behavior in future works.
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