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Abstract

We used numerical diagnostics to quantify spatial disorder, and its relation with temporal chaos, for a one-dimensional chain of coupled logistic maps with a coupling strength which varies with the lattice distance in a power-law fashion. The main tool is spatial return plots, whose properties are used to obtain information about the chaotic synchronized states of the system. A spatial correlation integral is introduced to characterize the clustering of points in the spatial return plots.
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1. Introduction

Partial differential equations form the backbone of mathematical physics, and their solution techniques, analytical as well as numerical ones, are present in the
standard tool-box of any physicist. Nevertheless, other spatially extended dynamical systems have received much attention in the past decades as simplified models for a variety of spatio-temporal phenomena, yet retaining some of the essential features universally recognized in partial differential equations. Discretization of spatial variables in a regular or disordered lattice leads to oscillator chains, for which the evolution of the state variables attached to each lattice site is governed by ordinary differential equations. Spatial coupling between lattice sites leads to non-trivial behavior, a fact already recognized in the earliest computer investigations on such systems, as those performed by Fermi, Pasta, and Ulam in the 1950s [1].

The interplay between generation of local dynamics and diffusion of vector quantities along the lattice was already appreciated by Turing [2] in a landmark work on what is currently known as “reaction–diffusion systems”, and which also influenced the ensuing work by the Brussels school of Prigogine and coworkers [3] on the theme. Further modeling simplification results from discretizing also the time variable, what can be accomplished, for example, if the local generation of dynamics in each lattice site occurs in an impulsive form. There results a lattice of coupled maps, for which both space and time are discretized, yet allowing a continuous state variable. Coupled map lattices become popular after the pioneering work of Kaneko and collaborators [4], and they are widely recognized as simple models which still share many dynamical properties with more complex systems.

One of the main motivations to investigate the dynamical properties of coupled map lattices has been the quest for understanding the onset of turbulence in fluids and plasmas, a problem which challenged theoretical physicists during many decades [5]. Unfortunately lattice coupled systems have severe limitations to model turbulent systems, in that they have a cutoff in the wave numbers which can be studied, due to the finite spatial resolution inherent to the lattice. Nevertheless, a close relative of turbulence, or spatio-temporal chaos, can be successfully studied with coupled map lattices [6]. Chaté and Manneville have shown that the transition to spatio-temporal chaos has analogous features with directed percolation, but with a different universality class [7].

By spatio-temporal chaos, roughly speaking, we mean a situation where the temporal dynamics is chaotic and the spatial distribution of map iterates is “random” or weakly correlated [8]. The characterization of chaotic time dynamics can be made, for example, through the Lyapunov spectra or the Kolmogorov–Sinai entropy of the coupled map lattice. On the other hand, the characterization of spatial randomness is still an open problem, with various methods proposed to accomplish this task, like gradient pattern analysis, which has proved useful to evidence spatio-temporal intermittency and localized turbulence [9]; and generalized complex entropic forms, which permits us to quantify the degree of phase disorder associated with a given gradient field [10]. Both methods have used coupled map lattices as theoretical laboratories for numerical analyses which can be further carried out in studies of turbulence in fluids and plasmas.

Most previous works on this subject have focused on coupled map lattices with local interactions, for which only the nearest-neighbor sites contribute to the lattice coupling [4]. This paper focuses on coupled map lattices for which the interaction
between sites is long-ranged, the coupling strength decreasing with the lattice distance in a power-law fashion. Non-local couplings such as this have been used to model neural network architectures with local production of information [11,12]; partial integro-differential equations modeling physico-chemical reactions [13]; assemblies of biological cells with oscillatory activity, and whose interaction is mediated by some rapidly diffusing chemical substance [14]; and systems of diffusion coupling in nucleation kinetics, with elimination of the rapidly diffusing components [15].

The power-law coupling to be considered in this paper presents an effective range parameter, in such a way that we are able to pass continuously from a local to a global coupling scheme. It was previously used for studies of an extended Kuramoto model [16], chains of coupled kicked limit-cycle oscillators [17], sine-circle map lattices [18], and van der Pol oscillators [19]. In this work we focus on the characterization of spatial randomness in coupled map lattices, by considering diagnostics which put into evidence spatial patterns ranging from complete disorder to synchronization. We make a kind of “attractor reconstruction” for the high-dimensional coupled map system, by obtaining a spatial return plot, which amounts to a low-dimensional embedding of the original system [20]. The distribution of the points on such return plots can give valuable information about coherent behavior like synchronization of periodic and chaotic dynamics [21]. In particular, we propose the use of a spatial analogue of the correlation integral [22] to investigate the dependence of spatial correlation caused by total or partial synchronization with the effective coupling range.

The rest of this paper is organized as follows: in Section 2 we present the coupled map lattice model to be used, and a preliminary discussion based on the decay of spatial correlations. Section 3 shows numerical analyses using spatial return maps, and a numerical characterization of the approach to the synchronized behavior. The spatial correlation integral is introduced in Section 4, with an analysis of its dependence with the effective coupling range. Our conclusions are left to the final section.

2. The coupled map lattice

As a representative example of coupled chaotic maps which has been extensively studied over the past years, we examine a one-dimensional lattice of $N$ coupled logistic maps $x \mapsto f(x) = \mu x (1 - x)$, where $\mu \in [0, 4]$, and $x_n^{(i)} \in [0, 1]$ represents the state variable for the site $i$ ($i = 1, 2, \ldots, N$) at time $n$. We use a non-local form of coupling for which the interaction strength decreases with the lattice distance in a power-law fashion, and whose normalized form is given by [17,23,24]

$$x_{n+1}^{(i)} = (1 - \varepsilon) f(x_n^{(i)}) + \frac{\varepsilon}{\eta(x)} \sum_{j=1}^{N'} \frac{1}{\zeta_j^2} [f(x_{n+j}^{(i)}) + f(x_{n-j}^{(i)})],$$  \hspace{1cm} (1)
where $\varepsilon > 0$ and $\alpha > 0$ and

$$\eta(z) = 2 \sum_{j=1}^{N'} \frac{1}{j},$$

with $N' = (N - 1)/2$, for $N$ odd.

In the coupled map lattice given by Eq. (1), the summation term stands for a weighted average of discretized second spatial derivatives, the normalization factor $\eta(z)$ being the sum of the corresponding weights. In the limit $\alpha \to \infty$, only the $j = 1$ term will survive in the summation term, resulting in $\eta \to 2$ and the Laplacian or diffusive coupling

$$x_{n+1}^{(i)} = (1 - \varepsilon)f(x_n^{(i)}) + \frac{\varepsilon}{2}[f(x_{n+1}^{(i)}) + f(x_{n-1}^{(i)})],$$

in which only the nearest-neighbors of a given site contribute to the coupling term [25–27]. The other limiting case, $\alpha = 0$, is such that $\eta = N - 1$ and the map lattice becomes globally coupled

$$x_{n+1}^{(i)} = (1 - \varepsilon)f(x_n^{(i)}) + \frac{\varepsilon}{N-1} \sum_{j=1, j \neq i}^{N} f(x_n^{(j)}),$$

where each map interacts with the mean value of all lattice sites, irrespective of their positions (“mean-field” model) [28]. Hence, the coupling term in Eq. (1) may be regarded as an interpolating form between these limiting cases.

Chaotic dynamics in a lattice with $N$ coupled maps can be studied by means of its Lyapunov spectrum, consisting of $N$ ordered exponents $\lambda_1 = \lambda_{\text{max}} > \lambda_2 > \cdots > \lambda_N$. It may well happen that many of such exponents are positive, hence a quantity of interest is the density of Kolmogorov–Sinai (KS) entropy

$$h = \langle \lambda_j \rangle_{\lambda_j > 0} = \frac{1}{N} \sum_{j=1}^{\lambda_j > 0} \lambda_j.$$

Actually, this expression, according to the Pesin’s theorem, gives only an upper bound on the density of KS-entropy [29,30].

Fig. 1 shows the dependence of the KS-entropy density with the coupling strength $\varepsilon$ and effective range $\alpha$, for a coupled logistic lattice of $N = 1001$ maps at outer crisis ($\mu = 4$), for which the uncoupled maps have Lyapunov exponent $\lambda_U = \ln 2$. We used periodic boundary conditions for the lattice ($x_n^{(i)} = x_{n+1}^{(i+N)}$) and random initial conditions $x_0^{(i)}$, $i = 1, 2, \ldots, N$. In the global coupling limit ($\alpha = 0$), it turns out that $h$ is very small for strong coupling (large $\varepsilon$). This indicates that, if there is chaotic dynamics in the system, it is restricted to a very small number of degrees of freedom. As we will see in Section 4, in this case there is only one degree of freedom exhibiting chaos out of the $N$ dimensions of the phase space of the coupled map lattice. This occurs because of a collective effect in that all coupled maps are synchronized in amplitude, even though their dynamics is chaotic. The single degree of freedom characterized by a positive Lyapunov exponent is related to a one-dimensional
manifold embedded in the phase space of the system. Approximately at $\varepsilon \approx 0.2$ the value of $h$ starts to builds up monotonically until it reaches its maximum value $\lambda_U$ in the case of zero coupling.

We still have such a transition for higher $\alpha$, but the increase of the KS-entropy slows down and becomes oscillatory for strong coupling. When $\varepsilon$ goes to zero, $h$ eventually has the same steep and monotonic increase which we have seen in a global coupling. The coupling between maps becomes effectively noticeable with nearest-neighbors for large $\alpha$, and even a strong coupling does not change the chaotic dynamics of each map, although the number of positive Lyapunov exponents diminishes as the coupling strength $\varepsilon$ grows. A sudden decrease in the KS-entropy can be observed when both $\alpha$ and $\varepsilon$ have larger values, which is a consequence of a chaos suppression mechanism by pattern selection. In fact, it has long been known that, for the so-called frozen random pattern, there is a decrease of the entropy with increase of non-linearity [26].

3. Spatio-temporal chaos and its characterization

Unlike the chaotic dynamics of the lattice, the characterization of spatio-temporal chaos is still an open problem in both analytical and numerical points of view. A rigorous definition of spatio-temporal chaos in coupled map lattices has been given by Bunimovich and Sinai, as follows [31]: let a $d$-dimensional lattice be represented by $\mathbb{Z}^d$, and let $M = \bigotimes_{i \in \mathbb{Z}^d} M_i$ be the $N$-dimensional phase space of the coupled map lattice, consisting of the direct product of local phase spaces $M_i$, which are copies of the unit interval $[0, 1]$ (in the case of $f(x)$ being the logistic map).
The coupled map lattice is a time map \( \Phi \) acting on this phase space, and preserving the lattice structure \( \Phi(x) = \{ \phi_i(x) \}_{i \in \mathbb{Z}^d} \), where \( \phi_i : M \to M \) is the restriction of the map \( \Phi \) to site \( i \). Let \( S \) be the shift operator on the lattice \( \mathbb{Z}^d \), hence the spatio-temporal dynamics in a coupled map lattice is generated by the temporal dynamics \( \Phi \) and the spatial dynamics \( S \). The system is said to exhibit spatio-temporal chaos if there exists an invariant measure \( \mu \), unique for any finite restriction of the lattice, such that the dynamical systems \( (M, \mu, \Phi) \) and \( (M, \mu, S) \) are both mixing [32].

The difficulty in rigorously proving that a given coupled map lattice exhibits spatio-temporal chaos lies in the finding of such a Sinai–Ruelle–Bowen (SRB) measure, which has the following important properties: (i) the measure is invariant under both space and time translations; (ii) the measure is smooth along unstable eigendirections in the phase space; (iii) the measure has strong ergodic properties, including mixing and positive KS-entropy [33]. SRB measures were obtained for certain classes of coupled expanding circle maps [31,33,34].

Since a rigorous characterization of spatio-temporal chaos is restricted to a few cases, it turns out that, for practical purposes, we identify its existence by means of two predicates: (i) decay of time correlations; (ii) decay of spatial correlations over the lattice. Note that this is not, strictly speaking, equivalent to spatio-temporal chaos, since these properties do not refer to the interplay between spatial and temporal degrees of freedom. Accordingly, we shall characterize spatial randomness by analyzing the properties of the lattice profiles at a fixed time.

Let us consider, for a fixed time \( n \), the average value of the map amplitudes over the entire lattice: \( \langle x \rangle_n = (1/N) \sum_{i=1}^{N} x^{(i)}_n \). The corresponding deviations from this average are \( \delta x^{(i)}_n = x^{(i)}_n - \langle x \rangle_n \). The average quadratic deviation

\[
\delta x_n \equiv \left[ \frac{1}{N-1} \sum_{i=1}^{N} \left( \delta x^{(i)}_n \right)^2 \right]^{1/2},
\]

(6)
can be used as a quantitative measure of roughness for a given spatial profile [35]. In this work, however, we deal with the spatial correlation function, defined as

\[
E_n(\ell) = \frac{(1/N) \sum_{i=1}^{N} x^{(i)}_n \delta^{(i+\ell)}_n}{(1/N) \sum_{i=1}^{N} (\delta x^{(i)}_n)^2}
\]

(7)

for a given time \( n \) and spatial displacement \( \ell = 1, 2, \ldots \) (notice that, due to the periodic boundary conditions assumed, the spatial displacement is measured in a given ring).

Fig. 2(a) is an amplitude versus space pattern for a coupled map lattice of form (1) with \( \varepsilon = 0.5 \) and \( \alpha = 2.0 \) (i.e., an essentially local coupling, for which only nearest-neighbors are taken into account), and at a fixed time \( n \). The spatial randomness is reflected by the fast decay of the spatial correlation function (Fig. 2(b)), computed for a given site of the coupled lattice. Previous analyses have pointed out that the decay of spatial correlations in coupled lattices of strongly chaotic maps presents a power-law decay [36].

If we change the coupled map lattice parameters such that the spatial randomness is somewhat reduced, for example lowering the \( \alpha \) parameter such that the coupling
becomes more of a global nature (Fig. 3(a)), the corresponding spatial correlation function would also decay, but in a slower fashion with respect to the spatial delay $\ell$ (Fig. 3(b)). Moreover, unlike the previous case, in which after a fast decay the correlation presents low-amplitude fluctuations, now the correlations grow up after a slower decay.

4. Spatial return plots and synchronization

In the early days of research on coupled map lattices, an important issue was the study of the transition from $N$-torus (quasi-periodic states) to chaos through the so-called spatial mode instabilities [37]. To evidence these behaviors, Kaneko has introduced the very useful notion of a spatial return plot [25]. In its simplest form, it is just a plot of each site amplitude (at a fixed time) $x_i^n$ versus the amplitude of its nearest neighbor $x_{i+1}^n$. It is a convenient way to visualize the tori appearing in spatially quasi-periodic states and their breakup via zig-zag structure formation, spatial mode instabilities, and soliton-like structure generation and propagation.

More generally, we can resort to the powerful embedding techniques of non-linear series analysis to borrow the idea of an spatial embedding. In this case the spatial delay can be taken as one site, but this restriction can be lifted whenever necessary.
Given a spatial pattern for a fixed time $n$, \[ \{x_n^{(1)}, x_n^{(2)}, \ldots, x_n^{(N)}, x_n^{(N+1)} = x_n^{(1)}\}, \]
we can form an immersion in a vector space of embedding dimension $D$, by choosing a vector with "delay coordinates":
\[
\zeta_n^{(i)} = (x_n^{(i)}, x_n^{(i+1)}, \ldots, x_n^{(i+D-1)}).
\] (8)

In Figs. 4(a)–(f) we plot a sequence of $D = 2$-dimensional spatial return plots for a lattice of $N = 1001$ logistic maps and a fixed time. We considered six combinations involving weak and moderately strong coupling, as well an effective range parameter varying from global to local interactions. By virtue of our construction, there is an approximate symmetry of the plots with respect to the diagonal line $\mathcal{S}: x_n^{(i+1)} = x_n^{(i)}$.

When there is no spatial correlation at all between the coupled maps, even though their dynamics is periodic, we expect the return plot to consist of a cloud of scattered points, what can be seen in Figs. 4(a)–(c), for weak coupling (small $\varepsilon$). As the coupling prescription becomes global (decreasing $\alpha$) the overall behavior does not change much, except that the cloud appears to concentrate in a sub-interval of $[0, \sqrt{2}]$ along $\mathcal{S}$. Increasing the coupling strength $\varepsilon$ we see that, even for a local coupling (Fig. 4(d)) there is a visible concentration of points around the diagonal line, which augments for intermediate (Fig. 4(e)) and global (Fig. 4(f)) coupling.
If the maps were completely synchronized at a same value \( x^{(t)}(n) = \chi \) for a given time (this can occur both for periodic and chaotic time dynamics, as \( n \) evolves), the spatial return map would consist of just one point along the diagonal line. This nearly occurs when the coupling range is near to the mean-field case, as can be seen in the small diagonal dash at the lower left-hand side of Fig. 4(f), representing a case where \( \alpha = 0.2 \).

Hence, we can give a quantitative measure of how far a spatial pattern is from being completely synchronized, at a given time \( n \), by computing the orthogonal distance

\[
d_n^{(i)} = \frac{1}{\sqrt{2}} (x_n^{(i)} - x_n^{(i+1)})
\]

of each point in the (two-dimensional) spatial return map from the diagonal line \( \mathcal{S} \). The normalization factor \( 1/\sqrt{2} \) stems from the coordinate change one performs when rotating by \( 45^\circ \) the axes in order to make one of them coincide with the diagonal line. Due to the approximate symmetry of the plot with respect to the diagonal line, it turns out that the average value of \( d_n^{(i)} \) is nearly zero. Hence, a better choice would be to compute the average absolute value \( \bar{d}_n = (1/N) \sum_{i=1}^{N} |d_n^{(i)}| \) or the corresponding mean quadratic deviation, with similar results.

Fig. 4. Spatial return maps for a coupled map lattice (1) with \( N = 1001 \) and (a) \( \alpha = 2.0, \varepsilon = 0.1 \); (b) \( \alpha = 1.0, \varepsilon = 0.1 \); (c) \( \alpha = 0.5, \varepsilon = 0.1 \); (d) \( \alpha = 2.0, \varepsilon = 0.5 \); (e) \( \alpha = 1.0, \varepsilon = 0.5 \); (f) \( \alpha = 0.5, \varepsilon = 0.5 \) (large plot) and \( \alpha = 0.2, \varepsilon = 0.5 \) (small plot).
In the next section, it will be useful to work also with the orthogonal distance, in the whole \(N\)-dimensional phase space of the coupled map lattice, between the phase point \((x^{(1)}_n, \ldots, x^{(N)}_n)\) and the synchronization manifold, defined by \(x^{(1)}_n = x^{(2)}_n = \cdots = x^{(N)}_n\). It reads, for a fixed time \(n\),

\[
D_n^2 = \sum_{j=1}^{N} (x^{(j)}_n)^2 - \left( \frac{\sum_{j=1}^{N} x^{(j)}_n}{\sqrt{N}} \right)^2.
\]

(10)

We can also write this distance as \(D_n^2 = N\sigma_n^2\), where

\[
\sigma_n^2 = \langle x^2 \rangle_n - \langle x \rangle_n^2
\]

(11)

is the variance of the map amplitudes with respect to their lattice average \(\langle x \rangle\) at a given time \(n\).

The sequence of Figs. 5(a)–(d) represents the average absolute value of the distance between the points in the spatial return plot to the diagonal line \(d_n\) versus the coupling strength and effective range parameter, at a fixed time \(n = 5000\). The various superimposed lines represent five different random initial conditions for the lattice. Basically for all of them there is a clear trend to decrease the average distance \(d_n\) as the coupling becomes stronger. For a mean-field case (Fig. 5(a)), after \(\varepsilon = 0.5\) the average distance vanishes for all initial conditions taken. This means that the

![Fig. 5. Mean distance of points in the two-dimensional spatial return map with respect to the diagonal line versus the coupling strength \(\varepsilon\) for (a) \(\varepsilon = 0.0\); (b) 0.5; (c) 1.0; (d) 2.0; and at a fixed time \(n = 5000\).](image)
global lattice completely synchronizes (with chaotic dynamics) for $\varepsilon > 0.5$, a fact already expected from the analysis of the corresponding Lyapunov spectrum [38,41].

When the coupling is global but not of the mean-field type (Fig. 5(b)) the average distance also tends to zero for large $\varepsilon$, but the threshold to chaotic synchronization is no longer at $\varepsilon = 0.5$. In fact it occurs for a larger value, indicating that it becomes increasingly difficult to synchronize the lattice as the coupling tends to be local, what is confirmed by Figs. 5(c) and (d), for which $\alpha$ is further increased.

A similar conclusion can be drawn on analyzing the results depicted in Fig. 6, where the average distance $d_n$ is plotted as a function of $\alpha$, for different coupling strengths. For small $\varepsilon$ it turns out that $d_n$ does not vary appreciably with the effective coupling range, indicating that the coupled maps will not synchronize at all. On the other hand, with stronger coupling the situation is different, since for small $\alpha$ (global coupling) we have small (and nearly zero) values of $d_n$, confirming the possibility of chaotic synchronization. If the coupling is local, however, we return to the previous situation. Hence, global-type couplings favor synchronization, whereas local-type couplings do not. Strictly speaking, the fact that $d_n = 0$ does not necessarily imply complete synchronization, either periodic or chaotic, since there could exist particular (and rare) lattice patterns for which $d_n = 0$ without equality of $x_n^{(i)}$ (we can think of, for example, a perfect sine-wave lattice pattern).

![Graph](image_url) Fig. 6. Mean distance of points in the spatial return map with respect to the diagonal line versus the coupling range $\alpha$ for different values of $\varepsilon$, with $N = 1001$ maps at a fixed time $n = 5000$. 
Another diagnostic of synchronization of the coupled maps is furnished by the so-called order parameter, introduced by Kuramoto [18,39,40]

\[
  z_n = R_n \exp(2\pi i \phi_n) = \frac{1}{N} \sum_{j=1}^{N} \exp(2\pi i x_{jn}^{(j)}),
\]

(12)

where \( R_n \) and \( \phi_n \) are the amplitude and angle, respectively, of a centroid phase vector for a one-dimensional lattice with periodic boundary conditions. Completely synchronized maps are such that the centroid vector is the coherent sum of all phase vectors, giving \( R_n = 1 \). Uncoupled maps, on the other hand, are not expected to exhibit synchronization, showing instead a pattern in which the site amplitudes \( x_{jn}^{(j)} \) are so spatially uncorrelated that they may be considered essentially as random variables. In this case the order parameter \( z_n = \langle e^{2\pi i x_{jn}^{(j)}} \rangle \) nearly vanishes for all times.

Fig. 7 shows the values of the order parameter magnitude at a fixed time \( n = 5000 \) as a function of the coupling parameters, the strength and range. Let us first consider the case of global mean-field coupling \( \alpha = 0 \). For strong coupling \( \varepsilon \approx 0.5 \) the order parameter is close enough to unity to ensure that synchronization of chaotic motion is achieved by the lattice as a whole. Hence, although undergoing temporally irregular dynamics, there is a very strong spatial correlation of the maps. The fact that the maps lose synchronization for \( \varepsilon \) less than 0.5 has been observed for other chaotic maps, and it can be even theoretically predicted for the special case of piecewise linear maps [38]. In Fig. 7 this transition amounts to the sharp decrease of the order parameter magnitude when \( \varepsilon \approx 0.5 \). Moreover, this result can also be inferred from the mean distance to the diagonal line in the return plot (see Fig. 5).

The transition from chaotic synchronization (spatial order with temporal chaos) to non-synchronized states with positive KS-entropy (spatial and temporal disorder) also occurs for higher values of the effective range \( \alpha \), but the interval for which synchronization occurs decreases with \( \alpha \). For a critical range \( \alpha = \alpha_c \approx 0.67 \) we
cannot observe synchronization within the range $0<\varepsilon<1$. This means that, as the lattice coupling becomes more of a local nature, i.e., when the interactions are mainly with the nearest neighbors, the diffusive effect of coupling is not capable to overcome the intrinsic tendency to spatial disorder.

The boundary between synchronized ($\tilde{R}=1$) and non-synchronized ($\tilde{R}\neq 1$) regions will be represented in the coupling parameter plane ($\varepsilon$ versus $\alpha$) by a curve $\varepsilon_c(\alpha)$. This curve can already be inferred from the numerical results of Fig. 7, but it can also be determined, as shown in Fig. 8, by using analytical methods, as [41]

$$\varepsilon_c(\alpha) = (1 - e^{-\lambda_c}) \left[ 1 - \frac{2}{\eta(\alpha)} \sum_{m=1}^{N'} \frac{1}{m^2} \cos \left( \frac{2\pi m}{N} \right) \right]^{-1}$$  \hspace{1cm} (13)

which has been derived from the Lyapunov spectrum known for completely synchronized regimes of a coupled map lattice of form (1). The intersection points between this curve and the axes are $\varepsilon_c(\alpha = 0) = 0.4995$, which denotes the critical coupling strength for the global mean-field case; and $\alpha_c = 0.6742$, which is the critical coupling range for the limit case $\varepsilon_{\text{max}} = 1.0$, such that $\varepsilon_c(\alpha_c) = \varepsilon_{\text{max}}$ [42]. These values actually depend on the lattice size, and analytical expressions for the limit ($N \to \infty$) are also available [41]. We have also considered values of $\varepsilon$ greater than unity, for which novel phenomena are observed, like a new transition to non-synchronized

---

Fig. 8. Boundary between the regions of chaotic synchronization and non-synchronization in the order parameter magnitude plot of Fig. 7, as computed from Eq. (13), for $N = 1001$ maps.
behavior for $\varepsilon$ very large. This indicates that, for strong coupling the synchronized state may become unstable and ceases to be observed (see Refs. [41,43]).

5. Spatial correlation integral

The results obtained from the average distance to the diagonal line represent only a partial description of the spatial dynamics of the coupled map lattice, since $\bar{d}_n$ is not very sensitive to the details of the point cloud in the spatial return plot. A finer analysis requires knowing higher moments of the point cloud density in the spatial return plot. In analogy with what is done in temporal dynamics, where we investigate moments of the ergodic natural measure, we can obtain a better characterization of the point cloud density by considering the pointwise correlation of the points in the spatial return plot.

Given a spatial embedding, obtained with the delay coordinates (8), a convenient object to construct is the spatial correlation “integral”, which is actually a summation over all pairs of points in the spatial return plot (at a fixed time $n$) and whose mutual pointwise distances are less than a certain radius $\ell$ [22]:

$$C_n(\ell) = \lim_{N \to \infty} \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \theta(\ell - ||\xi_n^{(i)} - \xi_n^{(j)}||),$$

where $\theta(\cdot)$ is the Heaviside unit step function, and $||\cdot||$ is a distance in the reconstructed space with a suitable metric. It suffices to use, in a $R^D$ space, an Euclidean metric.

Roughly speaking, the correlation integral measures how concentrated are the cloud points in the spatial return plot, and no longer restricted to the vicinity of the diagonal line. Hence $C_n(\ell)$ is not just a numerical diagnostic of synchronization, but also of spatial coherence of the coupled maps. Given a preliminary indication of chaotic synchronization (like that furnished by the average distance to the diagonal line), the correlation integral would then measure how far we are from the completely synchronized case (for which the cloud would shrink to a single point). In the latter case, the correlation integral tends to the unity. On the other hand, a cloud of points uniformly scattered in the spatial return plot would give a value close to zero for $C_n(\ell)$.

The left panel of Fig. 9 shows the dependence of the spatial correlation integral with the correlation radius $\ell$, for three different initial patterns of the coupled map lattice $x^{(i)}_0$. As a general trend, we observe that the correlation integral increases with $\ell$ monotonically for the different initial conditions used, with minor variations, from zero (when the correlation radius vanishes) to unity (for radii large enough to encompass the whole return plot). The differences between the initial conditions are best understood by considering the time evolution of the distance to the synchronization manifold $D^{12}_n$, as given by Eq. (10), and depicted for each case in the right panels of Fig. 9. At time $n = 1506$, where the correlation integral was evaluated, each initial condition yields a distance $d$ with a slightly different value,
which is reflected in the observed small deviations shown by the correlation integral (left panel of Fig. 9).

The effect of varying the coupling range, for a given strength $\varepsilon = 1.0$ is illustrated by Figs. 10(a)–(f). Each panel presents various curves corresponding to different random initial conditions. For weakly coupled maps (Fig. 10(a)) the correlation is null for small radius and increases monotonically with larger radius until it reaches its maximum value at $\ell \approx 1.0$. This is consistent with the fact that the point cloud is so uniformly scattered that the only way to get more correlation is to use larger correlation radius so as to cover the whole cloud. Even for more correlated patterns this continues to occur but for a slightly less radius. For example, when the maps are weakly coupled (Fig. 10(b)) the correlation starts to saturate after 0.9. As the coupling strength increases (Figs. 10(c)–(f)) we see that, while the curves reach unity at roughly the same value, there are realizations of the lattice (obtained from different random initial patterns) for which this saturation occurs earlier. The reason for this behavior is illustrated in Fig. 9. This fact also reflects a more pronounced tendency to point clustering when the coupling increases and, as our previous results have indicated, also to a more synchronized chaotic state.

We observed that, for small radius, the correlation integral nearly satisfies a power-law scaling, but rapidly (faster than a power-law) saturates for higher radius as already discussed. The slope of this power-law curve could be interpreted as a spatial analogue of a correlation dimension [22]. However, this is not likely to be a good measure of spatial correlation since this slope is found to increase with the embedding dimension, unlike a “real” correlation dimension, and apparently goes to infinity for very large embedding dimension.
6. Conclusions

In this work we used a number of numerical diagnostics of spatial randomness to quantify the spatial disorder and its relation with temporal chaos, for a coupled map lattice with variable range coupling. The coupling prescription we have used depends on two key parameters: the coupling strength and range. The latter parameter can be continuous swept over a range such that our coupling varies from a global (mean-field) to a local (nearest-neighbor) one. The main tool is the spatial embedding in the form of a spatial return plot, computed at a fixed time. Synchronized and near-synchronized states can be characterized by analyzing the properties of the point cloud in such plots with respect to the diagonal line. Moreover, we quantify the clustering of points by introducing a spatial correlation integral similar to the quantity already existing for temporal dynamics.

The analyses using spatial correlation integral complement those performed using the order parameter, which is more commonly used to characterize synchronization. The correlation integral, on the other hand, is also capable to evidence collective behavior along the lattice, not necessarily related to synchronized states. Our results point that, for strong coupling and small-range parameter (global coupling) there is a pronounced tendency to synchronization of chaos in the logistic map lattice. For weaker coupling and/or larger range parameter, this synchronized state begins to

![Spatial correlation integral for the following (z, s) values in the coupling parameter space: (a) (2.0, 0.1); (b) (1.0, 0.1); (c) (0.5, 0.1); (d) (2.0, 0.5); (e) (1.0, 0.5); (f) (0.5, 0.5). We used N = 201 maps at a fixed time n = 2000.](image_url)
breakup in an intermittent fashion until we achieve a completely non-synchronized behavior for local coupling (effectively between nearest neighbors), even if large coupling strengths are used. This transition is characterized by non-synchronized states, but which still have some degree of spatial correlation.

The rationale for explaining this spatial behavior, with respect to variations on the coupling parameters, is the competition between the intrinsic disorder caused by the randomness of the spatio-temporal dynamics, and the diffusion effect produced by the coupling. When the latter overcomes the former, we can have synchronized behavior, even though the maps are chaotic. This occurs in the global coupling cases, where the interactions among maps are widely distributed over the lattice. In the limit, each map is coupled with the mean-field of all other maps, and diffusion in this case is greatly enhanced. Non-synchronized states result from coupling not strong enough, what occurs either if the interaction is local, or too weak to overcome spatio-temporal randomness.
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